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A hot-electron driven scheme can be more effective than a laser-driven scheme within suitable hot-electron energy and
target density. In our one-dimensional (1D) radiation hydrodynamic simulations, 20× pressure enhancement was achieved
when the ignitor laser spike was replaced with a 60-keV hot-electron spike in a shock ignition target designed for the
National Ignition Facility (NIF), which can lead to greater shell velocity. Higher hot-spot pressure at the deceleration phase
was obtained owing to the greater shell velocity. More cold shell material is ablated into the hot spot, and it benefits the
increases of the hot-spot pressure. Higher gain and a wider ignition window can be observed in the hot-electron-driven
shock ignition.
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1. Introduction
Recent theoretical and experimental results have sug-

gested that launching a spherically convergent shock wave at
the end of the acceleration phase improves the ignition con-
ditions for inertial confinement fusion (ICF) implosions.[1,2]

Such an ICF scheme with a late shock is referred to as “shock
ignition”.[3–6] The shock ignition is a scheme that is based
on the principles of conventional central hot-spot ignition and
uses a late shock to augment the compression of the central
hot spot above the ignition threshold. The maximum hot-spot
pressure is achieved when the outcoming return shock driven
by the high central pressure of the collapsing capsule collides,
near the inner shell interface, with the incoming ignitor shock
launched after the end of acceleration phase.[7,8] The ignitor
shock can be launched by a spike in the laser power or by
energetic particles.[9] The latter can be generated by a high-
intensity laser pulse used to accelerate electrons in the coro-
nal plasma.[10–12] In principle, laser-driven hot electrons can
be very efficient in driving the ignitor shock if their stopping
range is small in comparison with the target thickness at the
shock launching time. For convenience, we will make a dis-
tinction between the case of a shock driven hydrodynamically
and the case of a shock driven by energetic particles. The
hydrodynamic drive is the conventional process for driving a
shock through a spike in the laser power.[13] The laser energy
deposited during the power spike drives a thermal wave toward
the ablator surface, resulting in higher ablation and stronger
ram pressure. The ram pressure drives the shock hydrodynam-

ically. If a burst of energetic particles is used, the temperature
and pressure of the shell increase where the particle energy is
deposited. The high pressure resulting from the particle heat-
ing drives the shock. If the energetic particles are produced by
a high-intensity laser pulse, it is then also possible to develop
a mixed shock with a hydrodynamic drive as well as a parti-
cle drive. Depending on the direction of the energetic particles
and their energy, the particle drive could, in principle, be more
effective than the hydrodynamic drive and produce stronger
ignitor shocks.

In a shock-ignition implosion, the main pulse used to as-
semble the dense core is a conventional low-adiabat laser pulse
and the target is typically a thick cryogenic shell.[14] Thick,
massive shells can produce high energy gains because of the
large amounts of thermo-nuclear fuel. Because of their large
mass, thick shells are driven at low implosion velocities and
require very large drivers to trigger conventional hot-spot ig-
nition. Indeed, the laser energy required for conventional hot-
spot ignition is a strong function of the implosion velocity
E ign

L ∼V−6.6
i .[14] The greater the shell mass, the lower the ve-

locity and the larger the laser energy required for ignition. By
launching a shock at the end of the main laser pulse, the hot-
spot pressure is significantly enhanced and the energy required
for ignition is decreased by the factor Φ ≈ (pshock/pnoshock)

3,
where pshock is the hot-spot pressure enhanced by the shock
and pnoshock is the hot-spot pressure without the shock.[3] It
was found that a hydrodynamically driven shock can lead to
a pressure increase of ∼ 50% to 70%, thereby resulting in a
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3× to 5× reduction in the energy required for ignition. It is
important to emphasize that such an ignition energy reduction
applies to hydrodynamic equivalent implosions. As explained
in the available work,[15] hydrodynamically equivalent implo-
sions have the same implosion velocity, adiabat laser inten-
sity, and in-flight aspect ratio (IFAR). Rather than using a late
shock, one can reduce the energy required for ignition by in-
creasing the implosion velocity. This can be accomplished by
either increasing the laser energy on target or reducing the tar-
get mass. The same 3× to 5× reduction in the energy required
for ignition from a late shock can be accomplished by an in-
crease of 18% to 27% in the implosion velocity. However,
raising the implosion velocity leads to a significant enhance-
ment in the hydrodynamic instability growth since the IFAR
would increase by 40% to 60%.

An even larger enhancement of the hot-spot pressure can
be achieved if the late shock is driven by energetic particles,
which is called “electron shock ignition”.[9] This can occur
when a significant portion of the laser energy used to drive the
ignitor shock is used to generate hot electrons that slow down
on the shell’s outer surface. As shown later in this paper, if
the conversion of laser energy into incident hot electrons ex-
ceeds ∼ 10%, the increase in ignitor shock strength can ignite
an implosion. In this case, most of the hot-spot energy comes
from the ignitor shock, and even very low velocity targets can
be ignited by the ignitor shock compression. High gain and
robust ignition are obtained with electron shock ignition.[9] In
this work, the detailed hot-electron energy deposition and im-
plosion physics of electron shock ignition are discussed.

2. Hot electron energy deposition
Kilo-electron-Volt (keV) energetic electrons can be gen-

erated by the nonlinear precess of laser plasma interactions,
including the three-wave parametric instabilities (LPI): stim-
ulated Raman scattering (SRS), two plasmon decay (TPD),
and filamentation instability, when the laser intensity is around
5× 1014 W/cm2 to 2× 1015 W/cm2 for conventional direct-
and indirect-drive (ICF).[16,17] When laser intensity increases
up to 1018 W/cm2 for fast ignition, other LPI schemes like
relativistic interaction regime occur owing to the high laser
normalized vector potential, and MeV energetic electrons are
produced to drive the implosion.[18] As for the shock-ignition
laser intensity 2×1015 W/cm2–1016 W/cm2, recent OMEGA
experiment data show that the hot electrons are produced by an
LPI like SRS and can carry up to∼15% of the laser energy.[19]

Megajoule-scale targets will likely produce even more hot
electrons because of the larger plasma scale length since the
plasma scale length can be written as L = cst, where cs is the
ion sound speed at the critical surface and t is the duration of
the laser pulse.

The energy deposition of energetic electrons in plasmas
has been widely studied.[10–12,20,21] An analytical model of ab-
lation pressure formation and shock-wave propagation driven
by an energetic electron beam was developed and confirmed
with numerical simulations.[10] A self-similar isothermal rar-
efaction wave model was utilized to investigate the expanding
plasma, and the formation of a shock wave in the target under
the expanding plasma is described in Ref. [11]. It was found
that the intense electron produced ablation pressure does not
depend on the plasma temperature but only on the plasma den-
sity and electron energy, and the maximum ablation pressure
(in unit Mbar, the unit 1 bar = 105 Pa) can be described as
P = 175ρ1/3(I15η)2/3, where ρ is the material density in units
of g/cm3, and η is the conversion efficiency of laser energy to
hot-electron energy. The relationship of the electron tempera-
ture and the laser intensity on the generation of high pressure
has been studied.[12] A stopping power model was built that
can be used in theoretical studies of the ignition conditions
and particle-in-cell (PIC) and Monte Carlo simulations of the
collisional electron transport in the plasma.[20] The interaction
of directed energetic electrons with hydrogenic and arbitrary-
Z plasmas has been analytically modeled.[21] The effects of
stopping, straggling, and beam blooming, a consequence of
scattering, and energy loss, are rigorously treated from a uni-
fied approach.[21]

The Maxwellian distribution of hot electrons is widely
used.[22,23] In our work, we adopt the Maxwellian distribu-
tion for hot-electron energy with an expression of f (E) =
1/AeE/T , where E is the energy of the monoenergic hot elec-
tron, f (E) is the distribution function, the parameter A is the
undetermined coefficient, which will be set according to the
hot-electron energy, and T is the hot-electron temperature.
Fifty group energy zones were used up to 400 keV; the hot
electron distributions for 40 keV, 60 keV, and 100 keV are
shown in Fig. 1.
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Fig. 1. The normalized Maxwellian distribution of hot-electron temperature
of 40 keV, 60 keV, and 100 keV.

The accurate calculations of hot-electron transport and
energy deposition are PIC and Monte Carlo simulations. Most
Monte Carlo codes use tables for the electron stopping power
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and transport scattering cross sections obtained for normal-
ized media[20] to investigate the scattering of fast electrons by
plasma electrons and ions, but it is very expensive for them
to be adopted in hydrodynamic simulations. In this work,
to put a hot-electron transport and energy deposition package
into an available hydrocode DEC2D,[9,24–26] the hot-electron
stopping power model built by Solodov and Betti[20] is uti-
lized. DEC2D is a two-dimensional (2D) eulerian radiation–
hydrodynamics code. Essential physics like two fluids, ther-
mal transport, radiation, and alpha diffusion are included in
this code. A moving mesh scheme is utilized that shrinks radi-
ally with the average velocity and maintains a high resolution
throughout the convergence. DEC2D is developed to simulate

the deceleration phase of an ICF implosion with perturbations,
and 1D calculations are performed in this work.

In the Solodov–Betti model, the cross sections for fast
electrons scattering off plasma ions and electrons are obtained
in the first Born approximation.[20] Binary collisions includ-
ing electron–electron and electron–ion collisions are consid-
ered, and the individual stopping power by binary collisions
is analyzed. Apart from binary collisions, fast electrons lose
their energy in plasma by exciting plasma waves. Individual-
particle behavior and collective behavior such as plasma os-
cillations are taken into consideration and depend on the com-
parison of the dimension to the Debye screening distance. The
total stopping power can be written as

dE
ds

=−
2πr2

0mc2ne

β 2

{
ln

[(
E

2h̄ωp

)2
γ +1

γ2

]
+1+

1
8

(
γ−1

γ

)2
}
, (1)

where r0 is the classical electron radius, m is the electron mass,
c is the vacuum light velocity, ne is the electron density, β is
the electron velocity normalized to c, E is the hot-electron en-
ergy, h̄ωp is the plasmon energy, and γ = (1−β 2)−0.5.

The target used in our work was taken from the 1D hy-
drocode LILAC target design for NIF shock ignition.[27] A
massive 1080-µm-outer-radius, 192-µm-thick plastic capsule
is driven by the UV laser pulse. The pulse shape consists of
an adiabat-shaping[28] assembly pulse with two pickets set-
ting the shell on an inner adiabat α ∼ 1.8 at the ignitor spike
launching time, and a shell implosion velocity Vi ∼ 200 km/s.
The compressed target without an ignitor spike is simulated.
The radial profiles of density, pressure, velocity, and temper-
ature are extracted from LILAC calculations. Hot-electron
transport and energy deposition with different monoenergetic
hot electrons are shown in Fig. 2. The plasma density profile
also shown in Fig. 2, is extracted from the above target de-
sign at 10.2 ns. For the 40-, 60-, and 100-keV monoenergetic
hot electrons, the plasma at 10.2 ns is massive enough to stop
the hot electrons at the outside shell surface. According to the
stopping power model,[20]

ρ〈x〉= 0.82E2

0.44+E

(
ρ

300

)0.07
(

T
5

)−0.02

,

the hot-electron propagation range is most dependent on the
hot-electron energy, which implies that a higher-energy-hot-
electron leads to a greater propagation range and is consistent
with those demonstrated in Fig. 2. Abrupt shock-front sur-
faces are formed, because at the outside surface of the shell,
the plasma density increases as the hot electron propagates,
which results in more energy deposition as the hot electron
transports. Similar profiles of shocks generated by hot electron
energy deposition have been observed by analytical model and
simulation.[11]
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Fig. 2. The energy depositions (solid lines) for the monoenergetic hot elec-
trons with energies of 40 keV, 60 keV, and 100 keV. The density profile is
shown as the dashed line.

The integro-differential diffusion equation of the multi-
ple scattering problem in an infinite, homogeneous plasma
was studied.[29] It was suggested that the spatial moments of
the electron-distribution function can be expressed through the
mean values of the spherical harmonics.[20,29] A simple for-
mula about the spatial moments of the electron-distribution
function can be obtained as

〈cosθ〉 ≈
[
(γ−1)/(γ +1)
(γ0−1)/(γ0 +1)

]Zα

, (2)

where Z is the ionized degree, and α can be written as

α =
lnΛ ei +Z−1 lnΛ ee +1+Z−1

λ ene (3)

where lnΛ ei and lnΛ ee are Coulomb logarithms. The spatial
moments of the electron-distribution function from Eq. (2) was
calculated and shown in Fig. 3 with three different monoener-
getic hot-electron energies of 40, 60, and 100 keV. The plasma
density profile is the same as that in Fig. 2. With higher plasma
density, the mean free path of the hot electron is less, which
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leads to more collision and scattering with both electrons and
ions, and then a larger scattering angle arises. As a result, a
smaller 〈cosθ〉 happens with higher plasma density, which is
consistent with that shown in Fig. 3. Equations (1)–(3) can
be used to calculate the stopping power in the direction of the
initial electron velocity

dE
dx

= 〈cosθ〉−1 dE
ds

. (4)
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Fig. 3. The spatial moments (solid lines) of the electron-distribution func-
tion for the monoenergetic hot electrons with energies of 40 keV, 60 keV,
and 100 keV. The density profile is shown as the dashed line.
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Fig. 4. The energy deposition (blue line) and the locally deposited flux (red
line) of the 100-keV monoenergetic hot electron in DT plasma.

A hot-electron transport and energy deposition package is
developed according the above model and put into hydrocode
DEC2D. Within DT plasma (A = 2.5), the relationship of
hot-electron energy deposition to the propagated areal den-
sity is presented in Fig. 4. The monoenergic hot electron with
an energy of 100 keV is reported to have a stopping range
of ∼ 15 mg/cm2 in DT plasma.[11] Excellent agreement of
15 mg/cm2 areal density is obtained in our hot-electron pack-
age. The locally deposited flux is also shown in Fig. 4. As the
hot electron propagates into the plasma (the outside surface of
the target), the plasma density increases and many more bi-
nary collisions occur; also more scattering occurs and more
hot-electron energy is deposited locally. As a result, the initial
monoenergetic 100-keV hot electron decreases continuously
down to zero, and the locally deposited flux increases contin-
uously until the hot-electron propagation range.

3. Gain characteristics of electron-driven shock
ignition

The shock-ignition target on the NIF was designed[24]

and utilized to propose the electron-driven shock ignition
scheme.[9] The laser pulse is separated into two parts, includ-
ing the low laser intensity compressed pulse∼ 5×1014 W/cm2

which provides the low velocity ∼ 200 km/s and low adi-
abats ∼ 1.8 compression, and the high laser intensity spike
∼ 3.4× 1015 W/cm2 with a duration of ∼ 200 ps, which pro-
vides an ignitor shock about hundreds Mbar. The launching
time of the high intensity laser spike is varied in this work. An
earlier launching time implies a less compressed target and an
earlier ignitor shock. The gain of every implosion is measured
versus the high-intensity laser spike launching time and is pre-
sented in Fig. 5. The highest gain of ∼ 40 was obtained with
an ignitor shock launching time of 9.6 ns. In shock ignition, if
the ignitor shock is launched too early in time, the incoming
strong shock could transmit the inside surface of the moving
shell and collide with the outcoming shock in the low-density
hot spot. In this case there will be no secondary shell pis-
ton effect, which is the main problem of shock ignition. The
stagnation hot spot will be low and there will be no ignition.
Conversely, if the ignitor shock is launched too late, it will col-
lide with the outcoming return shock near the shell’s outside
surface. In this case, the collision may be close to the stagna-
tion time, which does not help the ignition. Additionally, there
will be a divergent shock after the collision, and it will trans-
mit the outside shell surface quickly and induces a rarefaction
wave which will decompress the shell and decrease the igni-
tion. As a result, there is an ignition window for the ignitor
shock launching time.[30] When delivered right on time, the
ignitor shock collides with the return shock close to the inner
shell surface. A 250-ps ignition window was observed in this
NIF shock-ignition target design by LILAC; there is an igni-
tion cliff ∼ 9.7 ns because in the optimized target design, the
outcoming and incoming shocks collide near the inner surface
of the shell.

The hot-electron-driven shock ignition gains versus ig-
nitor launching times are also demonstrated in Fig. 5. A
200-ps hot-electron spike was used in the present study with
Maxwellian energy distribution. The hot electron temperature
was set at 60 keV according to the recent OMEGA experi-
mental data.[19] As can be seen, the target did not ignite for
a hot-electron energy of less than 10 kJ. For a laser power
of 500 TW, the 10-kJ hot-electron spike with 200-ps dura-
tion has a laser to hot-electron energy conversion efficiency
of ∼ 10%. As the hot-electron energy increases, the target
ignites. A highest gain of ∼ 27 is achieved within the hot-
electron energy of 15 kJ, which has a laser to hot-electron
energy conversion efficiency of ∼ 15%. The instantaneous
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laser to hot-electron energy conversion efficiency was mea-
sured to be 15% on OMEGA with a CH target and with no
smoothing by spectral dispersion (SSD).[19] Within NIF shock
ignition, the laser intensity does not change compared to the
OMEGA design, and the laser pulse duration could be ∼ 4×
as that on OMEGA according to the hydrodynamic equiva-
lence scaling.[15] As a result, the NIF shock-ignition plasma
scale should be ∼ 4× as that on OMEGA, which implies that
much more hot-electron energy can be obtained on an NIF-
scale plasma. If a laser to hot-electron energy conversion ef-
ficiency of ∼ 25% (∼ 25 kJ) is adopted in DEC2D simula-
tions, implosions with a gain over 100 can be obtained. An
∼ 500-ps ignition window is achieved, which means that more
hot-electron energy can tolerate more shock mistiming, and
more robust ignition is obtained within the hot-electron-driven
shock ignition scheme.
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Fig. 5. The gains versus the ignitor shock launching times. The black line
represents LILAC calculations with the laser-driven shock ignition, and the
colored lines are 1D simulations with the hot-electron-driven shock ignition
with different hot-electron energies.

4. Optimum implosion of electron-driven shock
ignition
The ignitor shock strength is one of the most important

parameters of shock ignition. Different ignitor shock launch-
ing schemes have different ignitor shock properties and can
lead to different implosion characteristics. In this work, the
laser spike-driven ignitor shocks and the hot-electron spike-
driven ignitor shocks are presented in Fig. 6. The laser-
driven ignitor shock is chosen as the highest gain ∼ 40 of the
LILAC target design, which is shown in Fig. 5 at the laser
spike launching time of 9.6 ns. The hot-electron-driven ig-
nitor shock is chosen as the highest gain ∼ 106 of DEC2D
simulations, which is also shown in Fig. 5 at the hot-elelctron
spike launching time of 10.3 ns. The laser energy is de-
posited in the corona zone until the critical density nc =

1.1× 1021/λ 2 cm−3,[31] where λµm is the laser wavelength
in unit of µm, and most of laser energy is deposited near the
critical surface. As a result, the laser-driven shock is launched
near the critical surface. As for the specific target design with

a laser spike launching time of 9.6 ns, a high-intensity laser
∼ 3.4× 1015 W/cm2 launches a 0.1-Gbar shock after 100 ps,
which is shown in Fig. 6(b). The incoming strong shock con-
tinues to compress the shell, propagates toward the target cen-
ter, and rises to 0.2 Gbar after 200 ps, which is shown in
Fig. 6(c).
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(b) 100 ps (e) 100 ps

(c) 200 ps (f) 200 ps
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Fig. 6. The density and pressure profiles after the ignitor shock launched
for 0, 100, and 200 ps. Panels (a)–(c) for the laser spike driven, and pan-
els (d)–(f) for the hot-electron spike driven. The highest gain targets in Fig. 5
are utilized. For the laser-driven shock ignition, the ignitor shock launching
time is 9.6 ns, and for the hot-electron-driven shock ignition, the ignitor
shock launching time is 10.3 ns.

For the hot-electron-driven case, the hot electrons are
generated in the corona zone and depend on the non-linear
lPI processes. For instance, if TPD is dominated, most of the
hot electrons are produced in nc/4, which is the same as that
on OMEGA direct-drive implosions. If SRS is dominated, the
hot electrons are produced in some specific areas of corona,
which depends on the plasma parameters and noise levels, and
the SRS dominated nonlinear LPI process occurs in the high
laser intensity (shock-ignition relevant) experiments, as per-
formed recently on OMEGA.[19] However, no matter where
exactly the hot electrons generated, the propagation range of
hot electrons is large and the corona plasma is not massive
enough to stop the hot electrons. The hot electrons transport
directly into the high-density shell, and a 2.4-Gbar shock is
formed on the outside surface of the shell after 100 ps, which is
shown in Fig. 6(e). A 4.1-Gbar strong shock is generated after
200 ps, which is shown in Fig. 6(f). The isothermal rarefaction
model can be used to analyze the corona plasma, and the laser-
driven ablation pressure is reported to be P= 40(I15/λ )2/3.[32]

The hot-electron-driven ablation pressure can be written as
P = 175ρ1/3(I15η)2/3.[11] For λµm = 351 nm, the ratio of the
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hot-electron-driven ablation pressure to the laser-driven abla-
tion pressure can be obtained as 2.17ρ1/3η2/3. From this sim-
ple model, for η = 25%, the plasma density of ρ = 1.6 g/cm3

can generate the same strength shocks for the laser- and hot-
electron-driven cases. At the hot-electron launching time of
10.3 ns, the maximum shell density is 12 g/cm3, which means
a 1.94× shock can be generated in the hot-electron-driven
shock ignition compared to that of the laser-driven shock ig-
nition. However, the above analysis is based on simple planar
analytical models. Considering all the physical mechanisms
and spherical geometry, DEC2D simulations observe ∼ 20×
enhancements for the hot-electron-driven shock compared to
the laser-driven shock at both 100 ps and 200 ps, which can be
seen in Fig. 6.

The ignitor shock compresses the shell and the center
low-density gas region, which is called the “hot spot”. The
pressure of the hot spot keeps increasing because of the ge-
ometry convergence, the shock transmission, and the mass
increase from the ablation of the inner surface of the low-
temperature, high-density shell. When the hot-spot pressure
equals the shell pressure, the acceleration phase ends, the shell
velocity starts to decrease, and the deceleration phase comes
out. For the laser-driven shock ignition with a laser launching
time of 9.6 ns, the trajectory of the shell peak density and the
shell velocity are presented in Fig. 7(a). There is a peak den-
sity location jump at around 9.8 ns toward the outside surface,
which is caused by the laser-driven shock catching up with the
outside shell surface [see Fig. 6(c)], this jump compresses the
outside part of the shell into a high density. The laser pulse
turns off at 9.8 ns, but the shell velocity keeps increasing from
9.8 ns to 10.6 ns, owing to the compression by the hot-spot
pressure to the inside part of the shell. The mass center moves
toward the target center. At 10.6 ns, there is a sudden enhance-
ment in the shell velocity from 284 km/s to 294 km/s because
the incoming and outcoming shocks collide. During this pro-
cess a very high density zone (∼ 3× that of the density before
collision) can be generated near the inner surface of the shell.

The mass center trajectory and shell velocity of the
electron-driven shock ignition with the ignitor shock launch-
ing time of 10.3 ns are shown in Fig. 7(b). The stagnation
occurs at about 10.8 ns, which is the same for the laser-driven
shock ignition in Fig. 7(a). The time duration from the ending
of the hot-electron spike to the stagnation is ∼ 300 ps, which
is ∼ 1/3 of that in the laser-driven shock ignition. The reason
is that the hot-spot pressure is comparable to the shell pressure
in the hot-electron-driven shock ignition when the hot-electron
spike turns off, and the hot-spot pressure is negligible in com-
parison with the shell pressure in the laser-driven shock igni-
tion when the laser spike turns off. As a result, it takes less
time for the hot-electron-driven shock ignition to achieve an
equivalent result between the hot spot and the shell, and it im-

plies less perturbation growth in the deceleration phase, which
benefits the implosion performance. At 10.6 ns, a similar sud-
den enhancement of the shell velocity is observed within the
electron shock ignition because of the collision of the incom-
ing and outcoming shocks. However, the shell velocity in-
creases from 385 km/s to 484 km/s, which has more shell
velocity enhancement than that of the laser-driven shock ig-
nition (from 284 km/s to 294 km/s). It implies that more
intense shock collision occurs and stronger incoming shock
can be generated after the collision in the hot-electron-driven
shock ignition, which benefits the second piston compression
effect of the hot spot. The shell velocity at the end of the laser
spike is 250 km/s and the maximum shell velocity (just after
the collision) is 294 km/s, and the corresponding shell veloci-
ties of the hot-electron-driven shock ignition are 338 km/s and
484 km/s.
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Fig. 7. The trajectory and implosity velocity for (a) the laser-driven shock
ignition and (b) the hot-electron-driven shock ignition.

In an implosion, the thermonuclear instability is trig-
gered in the central hot spot. Nuclear reactions occur in the
hot spot with a cross section, and self-ignition occurs when
ρR ≥ 0.3 g/cm2 and Ti ≥ 5 keV in the hot spot. The igni-
tion products includes high-energy α particles and neutrons.
The α particles form a burning wave toward the outside low-
temperature and high-density shell, and deposits energy in the
shell depending on the shell’s areal density and temperature.
In simulations, the burn-wave effect is not always considered
and the α particles are turned off to investigate the pure hy-
drodynamic of the implosion. In Fig. 8, the stagnation pa-
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rameters of the laser-driven shock ignition with a laser spike
launching time of 9.6 ns, and the hot-electron-driven shock
ignition with a hot-electron spike launching time of 10.2 ns
are demonstrated with α particles turned off. The density
profiles in Fig. 8(a) show that the shell density of the laser-
driven shock ignition at stagnation is greater than that of the
hot-electron-driven shock ignition. However, the hot-spot den-
sity of the laser-driven shock ignition (∼ 93 g/cm3 in the target
center) is less than that of the hot-electron-driven shock igni-
tion (∼ 144 g/cm3 in the target center). The shell thickness
of the laser-driven shock ignition is less than that of the hot-
electron-driven shock igniton with both of the two cases hav-
ing almost the same outside shell surface. The hot-spot pres-
sure of the laser-driven shock ignition (378 Gbar in the target
center) is much less than that of the hot-electron-driven shock
ignition (644 Gbar in the target center). It has been shown
above that the hot-electron-driven shock ignition implosion
has greater shell velocity compared to that of the laser-driven
shock ignition, which implies that greater hot-spot pressure
can be achieved within the hot-electron-driven shock ignition,
according to the scaling law[14]

〈P〉 ≈ 345
α0.9

[
Vi

3×107

]1.85

.

The hot-spot boundary at stagnation is set as the ion tempera-
ture Ti ∼ 1 keV in this work. For the laser-driven shock ig-
nition Rs ∼ 27 µm, and for the hot-electron shock ignition
Rs ∼ 25.5 µm. According to the adiabat compression model,
a PR5 = const scaling can be derived from the hot-spot en-
ergy equation by neglecting the thermal conduction and the
α-particle energy deposition. As a result, the ratio of the stag-
nation hot-spot pressure of the hot-electron-driven shock ig-
nition to that of the laser-driven shock ignition can be writ-
ten as Phot/Plaser ∼ (27/25.5)5 = 1.3, which is less than that
shown in Fig. 8(b) as Phot/Plaser ∼ 644/378 = 1.7. This dis-
crepancy implies that it is not adiabat compression in the hot-
spot dynamics, and other mechanisms should be considered.
The hot-spot masses are calculated, and mhs ∼ 16.1 µg in the
laser-driven shock ignition, mhs ∼ 26.7 µg in the hot-electron-
driven shock ignition. With the initial gas mass of 0.66 µg in
the target design, 24× and 40× hot-spot mass increases are
achieved in the laser-driven and the hot-electron-driven shock
ignitions respectively. In the hot-electron-driven shock igni-
tion, more than 10 µg shell material mass is ablated into the
hot spot, leading to an increase in the hot-spot pressure. The
ion temperature profiles presented in Fig. 8(c) do not demon-
strate a great difference for the laser- and hot-electron-driven
shock ignitions. In the hot-electron shock ignition, the higher
shell velocity leads to a higher hot-spot temperature, but much
more ablation to the cold shell’s inner surface occurs, and

much more cold shell mass comes into the hot-spot and de-
cays the hot spot temperature. The adiabat profiles of the laser-
and hot-electron-driven shock ignitions are shown in Fig. 8(d).
The adiabat of the laser-driven shock ignition (the minimum is
∼ 1.95) is less than that of the hot-electron-driven shock igni-
tion (the minimum is∼ 2.55). This is because the laser energy
is deposited in the corona and the hot-electron energy is de-
posited about half peak density at the outside shell surface.
The greater propagation range of the hot electron leads to the
higher adiabat in the hot electron shock ignition and broadens
the shell, which is shown in Fig. 8(a).
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Fig. 8. The target density profile (a), pressure profile (b), temperature profile
(c), and adiabat profile (d) at stagnation without burn wave for the laser- and
hot-electron-driven shock ignitions.

The evolutions of the neutron rate in the laser- and hot-
electron-driven shock ignitions with burn wave are shown in
Fig. 9(a). The confinement time of the ignition implosion can
be written as τ ∼ Rs/cs, where Rs is the hot-spot radius and
cs is the sound speed of the burn wave at the peak neutron
rate. For the laser-driven shock ignition, τ ∼ 40 ps; for the
hot-electron-driven shock ignition, τ ∼ 23 ps. However, the
peak neutron rate is greater for the hot-electron-driven shock
ignition than that for the laser-driven shock ignition. The peak
neutron rate along with the density, pressure, and ion tempera-
ture profiles are presented in Figs. 9(b)–9(d). At peak neutron
rate, the hot-spot density for the laser-driven shock ignition
is 74 g/cm3, and for the hot-electron-driven shock ignition is
165 g/cm3. The hot-spot pressure for the laser-driven shock
ignition is 1672 Gbar, and for the hot-electron-driven shock ig-
nition is 5172 Gbar. The ion temperature profiles for the laser-
and hot-electron-driven shock ignitions are almost the same
in Fig. 9(d). In the electron shock ignition, more cold shell
material is ablated into the high temperature hot-spot, which
increases the hot-spot density and pressure, and degrades the
hot spot temperature.
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(d) and ion temperature profile at peak neutron rate with burn wave for the
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5. Conclusions

The hot-electron energy deposition in plasma depends on
the hot-electron energy and the material density. In a planar
target, for a laser to hot-electron energy conversion efficiency
of 25%, greater ablation pressure can be obtained by the hot-
electron-driven than that by the laser driven with plasma den-
sity greater than 1.6 g/cm3. In our spherical 1D simulations,
20× pressure enhancement is obtained by the hot-electron-
driven shock ignition compared to that by the laser-driven
shock ignition. The hot-electron-driven scheme can be much
more effective than the laser-driven scheme with suitable hot-
electron energy and plasma density.

In this work, the Solodov–Betti hot-electron stop-
ping power model was utilized, binary collisions includ-
ing electron–electron and electron–ion collision and exciting
plasma waves effect were considered, the Lewis’ multiple
scattering theory was used to calculate the spatial moments
of the hot-electron energy deposition. According to the re-
cent OMEGA experiment data, the hot-electron temperature
of 60 keV was used in our simulations. More than 2 Gbar
of shock was generated in our work within the suitable hot-
electron spike launching time. The hot-electron shock igni-
tion can obtain greater shell velocity than that of the laser-
driven shock ignition, which implies more hot-spot pressure
in the deceleration phase, and more gain in the implosion. The
hot-spot temperature profiles of the laser- and hot-electron-
driven shock ignition are almost the same, the reason being
that greater shell velocity in the hot-electron shock ignition
leads to higher hot-spot temperature, and it also ablates more
inner surface of the cold shell into the hot spot and decreases
the hot-spot temperature. In the simulations more than 10-µg
shell mass was ablated into the hot spot in the hot-electron
shock-ignition than that in the laser-driven shock ignition, and

the ablated mass into the hot spot increased the hot-spot den-
sity and pressure and also decreases the hot-spot temperature.
On the other side, the hot electron can propagate deeper than
the laser, and it leads to a higher adiabat for the shell in the
hot-electron driven shock ignition than that of the laser-driven
shock ignition, which broadens the shell and degrades the shell
areal density. However, the increased shell velocity can sur-
mount the degradation of the shell areal density caused by the
increase of the adiabat in the hot-electron-driven shock igni-
tion. The hot-electron-driven shock ignition can be a robust
(big ignition window), high gain (> 100) ignition scheme in
ICF.

The self-generated electromagnetic field is not taken into
considered in these 1D simulations. Three-dimensional (3D)
extended-magnetohydrodynamic simulations have proved that
the electromagnetic fields lead to significant distortions to the
plasmas temperature and density, which degrade the implo-
sion performance.[33] It should be pointed out that the self-
generated electromagnetic field needs to be considered in fu-
ture 2D/3D simulations about the hot electron shock ignition
scheme. Additionally, The straight line model of the hot elec-
tron deposition is utilized in our simulations, and the hot elec-
tron transport diffusion, the hot electron refraction and reflec-
tion in the plasma could be the future work.
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